
Simple Linear Regression

• Simple Regression

• Least Squares Method

• Coefficient of Determination

• Testing the Significance of the Slope of the 
Regression Equation

• Reading: Chapter 14
• Section 14.2 – skip the test to determine the significance of the 

population correlation coefficient

• Section 14.4 – skip the confidence interval and the prediction 
interval

• Section 14.6 – skip for now, may discuss it later if time permits



Correlation coefficient measures both the strength and 
direction of a linear relationship between two variables

• Scatterplot is a good way to start observing the relationship

• In a scatterplot, we can see patterns and form expectations 
about form, direction and strength of the relationship

• Calculate the correlation coefficient:

• The values of r range from -1.0, a strong negative relationship, 
to +1.0, a strong positive relationship

Preliminaries: Correlation Analysis
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Some Examples…

Managerial decisions often are based on the relationship 

between two or more variables:

1. Relationship between advertising expenditures and sales

• Predict sales for a given level of advertising expenditures

2. Relationship between daily high temperatures and the 

demand for electricity

• Predict electricity usage on the basis of anticipated daily 

high temperatures

Relationship between life expectancy and income per person 

(cross country analysis)

• Is it positive? Is it strong? If yes, how big is the effect of 

income per person on life expectancy?



Our Goal

• We know something about relationship between 
two variables:

• E.g., correlation coefficient

• Correlation only says “there seems to be a linear 
association between two variables”, but does not 
tell us what that the association is

• We can say more about linear relationship 
between two variables with the model

• Whether the change in one variable is associated 
with the big/small change in another variable

Our goal  develop such a model



Illustration Example

Order 
N

Number of 

Toppings Price, $

1 1 8.75

2 2 11

3 1 10.3

4 3 14.5

5 4 17

6 4 21

• Relationship between price of a pizza and the 

number of toppings

y = 3.1763x + 5.8175
R² = 0.8862
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An independent variable, x, explains the variation in 
another variable, which is called the dependent 
variable, y

• x = Number of toppings (horizontal axis)

• y = Price of a pizza (vertical axis)

For the regression analysis, the direction of the 
relationship matters

Variation in x explains variation in y, but not the 
reverse (direction is only one way)

Independent variable (x) → Dependent variable (y)

Dependent and Independent Variables
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• Simple linear regression involves one independent 

variable and one dependent variable

• Pizza example

• The relationship between the two variables is 

approximated by a straight line

• Regression analysis involving two or more 

independent variables is called multiple regression

• You may want to include additional information about 

the order to help you explain the price of the pizza. 

For example, the gender of a restaurant visitor…

Simple Linear Regression



Simple Linear Regression Model

The equation that describes how y is related to x and an error 
term is called the regression model

The simple linear regression model (for the population) is:

y = b0 + b1x +e

where:

b0 and b1 are called parameters of the model;

e is a random variable called the error term



Simple Linear Regression Equation

The simple linear regression equation is:

𝐸(𝑦|𝑥) = 𝛽0 + 𝛽1𝑥

• Graph of the regression equation is a straight line

• 𝛽0 is the y intercept of the regression line

• 𝛽1 is the slope of the regression line

• 𝐸(𝑦|𝑥) is the expected value of y for a given x value



Simple Linear Regression Equation

Positive Linear Relationship

E(y|x)

x

Slope 𝛽1
is positive

Regression line

Intercept
𝛽0

𝐸(𝑦|𝑥) = 𝛽0 + 𝛽1𝑥



Simple Linear Regression Equation

Negative Linear Relationship

E(y|x)

x

Slope 𝛽1
is negative

Regression line
Intercept

𝛽0

𝐸(𝑦|𝑥) = 𝛽0 + 𝛽1𝑥



Simple Linear Regression Equation

No Relationship

E(y|x)

x

Slope 𝛽1 is 0

Regression lineIntercept
𝛽0 𝐸(𝑦|𝑥) = 𝛽0 + 𝛽1𝑥



Estimated Simple Linear Regression 
Equation
The estimated simple linear regression equation

ො𝑦 = 𝑏0 + 𝑏1𝑥

• b0 is the y intercept of the estimated regression equation

• b1 is the slope of the estimated regression equation

• ො𝑦 is the estimated (or predicted) value of y for a given x
value

• The graph is called the estimated regression line



Estimation Process

Regression Model
y = b0 + b1x +e

Regression Equation
𝐸(𝑦|𝑥) = 𝛽0 + 𝛽1𝑥

Unknown Parameters
𝛽0, 𝛽1

Sample Data:
x        y

x1 y1
.       .
.       .

xn yn

b0 and b1

provide estimates of
𝛽0 and 𝛽1

Estimated
Regression Equation

ො𝑦 = 𝑏0 + 𝑏1𝑥
Sample Statistics

b0, b1



Simple Regression Analysis

The difference between the actual data value and the 
predicted value is known as the residual, ei:

𝑒𝑖 = 𝑦𝑖 − ො𝑦𝑖

where:

ei = The residual of the ith observation in the sample

yi = The actual value of the dependent variable for the 
ith data point

ො𝑦𝑖 = The predicted value of the dependent variable for 
the ith data point



Simple Regression Analysis

Residual for this 
x value

x

Observed 
value of y
for xi

Predicted 
value of y
for xi

xi

Slope = b1

Intercept = b0

y

𝑒𝑖 = 𝑦𝑖 − ො𝑦𝑖

ො𝑦𝑖

𝑦𝑖

On the scatter plot: Residual 𝑒𝑖 for ith observation is a vertical distance between the 
data point and the estimated regression line.



Least Squares Method

The least squares method identifies the linear equation that 

best fits a set of ordered pairs (xi, yi)

• It is used to find the values for b0 (the y-intercept) and b1 (the slope 

of the line)

Goal ⇒ Find the line that minimizes the differences between 

actual values of y and predicted values ො𝑦

More formally, the Least Squares Method minimizes the 

sum of squares error (SSE):

𝑆𝑆𝐸 =෍

𝑖=1

𝑛

(𝑦𝑖 − ො𝑦𝑖)
2 where n = The number of observations



Least Squares Method

Least Squares Objective Function

min෍(𝑦𝑖 − ො𝑦𝑖)
2

If you are interested in math:

1. Plug in the estimated regression equation:

ො𝑦 = 𝑏0 + 𝑏1𝑥

2. Minimize the objective function w.r.t. to 𝑏0 and 𝑏1
3. Unconditional optimization tools:

• Take derivatives of the objective function w.r.t. 𝑏0, 𝑏1
• Equate them to zero 

• Express 𝑏0 and 𝑏1 as a function of x, y and n



Least Squares Method

Regression Slope and y-intercept:

𝑏1 =
𝑛σ𝑥𝑦 − (σ𝑥)(σ𝑦)

𝑛 σ𝑥2 − (σ𝑥)2

𝑏0 =
σ𝑦

𝑛
− 𝑏1

σ𝑥

𝑛

Note: Fortunately, virtually every statistical software package 
easily produces values for b1 and b0. So, we focus on 
interpreting the regression coefficients rather than 
performing the grueling calculations.



Excel: The Linear Regression Model

Pizza Example: Excel

• Choose Data > Data Analysis > Regression

• In the Regression dialog box, select corresponding x
and y ranges and check Labels.



Calculating the Slope and y-intercept 
Using Excel

y-intercept

slope value 

So the estimated regression equation: ො𝑦 = 5.8 + 3.18𝑥

Information 
about 
coefficients

The Excel-produced output from estimating the model for our pizza
example:



The estimated slope b1: on average, how much the 
dependent variable y changes when x increases by one unit

• Be specific about changes in y:

• If b1 > 0, then y increases by b1 as x increases by 1

• If b1 < 0, then y decreases by b1 as x increases by 1

• Make sure that you retain the unit of measurement for 
x and y

The estimated intercept b0: it is not always possible to 
provide an economic interpretation of the intercept 
estimate b0

• Mathematically, however, it represents the average 
value of y when x has a value of zero

Interpreting the Slope and y-intercept



Pizza example: the regression equation is: ො𝑦 = 5.8 + 3.18𝑥

Interpreting the Slope and y-intercept

Slope 
= 3.18

Intercept 
= 5.8

Slope: On average, each 
additional topping 
increases the price of a 
pizza by $3.180
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Once the model is estimated:

• plug in the value of interest for independent variable x in 
the estimated regression to obtain the predicted value of ො𝑦

Pizza Example: the regression equation is: ො𝑦 = 5.8 + 3.18𝑥

Making a Prediction

What is the predicted price 
of a pizza for a person who 
ordered 3 toppings?

If we set x = 3 in the 
regression equation, we get:

ො𝑦 = 5.8 + 3.18(3) = $15.35

This a point estimate for 
the regression equation, 
given x = 3
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where:

y = A value of the dependent variable from the sample

ത𝑦 = The average value of the dependent variable from the sample 

ො𝑦 = The estimated value of y for a given x value

Partitioning the Sum of Squares

The total sum of squares (SST) measures the total variation in 
the dependent variable

Total variation is made up of two parts:

SST = SSR + SSE

Total sum of Squares

𝑆𝑆𝑇 =෍(𝑦𝑖 − ത𝑦)2

Sum of Squares

Regression

𝑆𝑆𝑅 =෍(ො𝑦𝑖 − ത𝑦)2

Sum of Squares

Error

𝑆𝑆𝐸 =෍(𝑦𝑖 − ො𝑦𝑖)
2

Explained portion

Unexplained portion



Partitioning the Sum of Squares

x
xi

y

𝑦 − ത𝑦

ത𝑦

𝑦 − ො𝑦

ො𝑦 − ത𝑦



Coefficient of Determination

The coefficient of determination, R2, measures the 
percentage of the total variation of the dependent 
variable that is explained by the independent variable 
from a sample

𝑅2 =
𝑆𝑆𝑅

𝑆𝑆𝑇

R2 varies from 0% to 100% (0 to 1 if expressed as a 
fraction):

• Higher values of R2 are more desirable because we would 
like to explain as much of the variation in the dependent 
variable as possible. In other words, higher values of R2

indicate a higher predictive power of the regression



Partitioning the Sum of Squares

R2 = 0.886  88.6% of the variation in the price of pizza (y) is 
explained by the number of toppings (x)

SSR

SST

SSE

Decomposition 
of variation

General statistics, 
measures of the 
goodness of fit

Pizza example:



Hypothesis Test to Determine the Significance 
of the Coefficient of Determination

The population coefficient of determination, ρ2, is unknown

The calculated value of R2 represents the coefficient of 
determination for a random sample from the population

Use this hypothesis test to determine if the population 
coefficient of determination is significantly different from 
zero (based on the sample coefficient of determination): 

H0 : ρ2 ≤ 0     (none of the variation in y is explained by x)

H1 : ρ2 > 0     (x does explain a significant (non-zero) portion 
of the variation in y)



Hypothesis Test to Determine the Significance 
of the Coefficient of Determination

The F-test statistic is the appropriate test statistic for this 
hypothesis test

𝐹 =
𝑀𝑆𝑅

𝑀𝑆𝐸

where:

MSR = The mean square regression
MSE = The mean square error
SSR = The sum of squares regression
SSE = The sum of squares error

n = The number of observations in the sample
k = The number of independent variables

With degrees of freedom 
D1 = k
D2 = n – k – 1

𝑀𝑆𝑅 =
𝑆𝑆𝑅

𝑘

𝑀𝑆𝐸 =
𝑆𝑆𝐸

𝑛 − 𝑘 − 1



For the simple linear regression: k = 1  

F test statistic simplifies:

𝐹 =
𝑆𝑆𝑅

𝑆𝑆𝐸
𝑛 − 2

The critical value and the p-value are computed from F
distribution with degrees of freedom:

D1 = 1 and D2 = n - 2

Note: F statistic can be calculated manually or found in 
Excel output

Copyright ©2013 Pearson Education, Inc. publishing as Prentice Hall

Hypothesis Test to Determine the Significance 
of the Coefficient of Determination



Hypothesis Test to Determine the Significance 
of the Coefficient of Determination

p-value for 
the F test 
statistic

Calculated 
F test 
statistic

SSR
SSE

n

df
𝐹 =

𝑆𝑆𝑅

𝑆𝑆𝐸
𝑛 − 2

Pizza example:

Can substitute 
values in green 
to find F statistic:



Summary of the ANOVA Table



 = 0.05

F = 7.709

Reject H0Do not reject H0

0

Do not reject H0

1 –  = 0.95

For this example:

D1 = 1 
D2 = n – 2 = 6 – 2 = 4

The critical F-score for  = 0.05 
and degrees of freedom equal 
to 1 and 4 is F = 7.709
(Excel is needed to perform 
these calculations)

Hypothesis Test to Determine the Significance 
of the Coefficient of Determination

H0 : ρ2 ≤ 0
H1 : ρ2 > 0

(Skip in the class) Critical value approach:

Since F = 31.15 > F = 7.709 we 
reject H0 and conclude that the 
coefficient of determination is 
greater than zero



0

Hypothesis Test to Determine the Significance 
of the Coefficient of Determination

Using pizza example output and a 5% significance level:

F = 31.15

p-value = Area = 0.005

The p-value is 0.005 <  = 
0.05, so we reject the null 
hypothesis that there is no 
relationship between the 
price of a pizza and the 
number of toppings.

Therefore, we can conclude 
that the number of toppings 
explains non-zero portion of 
variation in the price of the 
pizza OR that there is a 
linear relationship between 
the price of a pizza and the 
number of toppings.

F distribution

D1 = 1 
D2 = n – 2 = 6 – 2 = 4

Can be taken directly 
from Excel output



Standard Error of the Estimate

So far, we know one measure of the goodness-of-fit for the 
estimated regression: the coefficient of determination (R2).

Now, we introduce one more measure: the standard error of 
the estimate (𝑠𝑒).

• Generally, it measures the standard deviation of the residuals

𝑠𝑒 =
𝑆𝑆𝐸

𝑛 − 𝑘 − 1

where 𝑆𝑆𝐸 = σ(𝑦𝑖 − ො𝑦𝑖)
2 is the sum of squares error

• 𝑠𝑒 can take any value between 0 and infinity (the closer it is to 
0, the better the model fits the data)



Standard Error of the Estimate

Standard error of the estimate, se, measures the 
variation of observed y values from the regression line

Graphically 

yy

x x
Small se Large se



Standard Error of the Estimate

Standard 
error of the 
estimate, se

SSE

n

𝑠𝑒 =
𝑆𝑆𝐸

𝑛 − 𝑘 − 1

Excel reports 𝑠𝑒 in the Regression Statistics portion of the regression output and 
refers to it as Standard Error

Pizza example:

Can substitute 
values in green 
and k = 1 to find 𝑠𝑒:



Standard Error of the Estimate

LO 14.5

The standard error of the estimate (𝑠𝑒) is a useful measure to 
compare models:

• The lower the dispersion in the residuals  the smaller 𝑠𝑒, 
which implies that the model provides a better fit for the 
sample data

For example, as measured by the standard error of the estimate, 
does a Model 1 or Model 2 provide a better fit for explaining the 
dependent variable y?

The standard error of the estimate for Model 2 is greater than that for 
Model 1 (32.1254 > 27.3704) Therefore, Model 1 provides a better fit 
for the sample data 



Testing the Significance of the Slope of 
the Regression Equation

If the population slope β1  = 0, then x has no effect on y

 can conclude that there is no relationship between 

the dependent and independent variables

Need a hypothesis test to determine if the population 

regression slope, β1, is significantly different from zero, 

based on the sample regression slope, b1

• One-tail and two tail tests are possible

H0 : β1 = 0 (There is no relationship between the 
independent and dependent variables)

H1 : β1 ≠ 0 (There is a relationship between x and y)

Two-tail test is our focus: 
easy with most software



Testing the Significance of the Slope 
of the Regression Equation

t test Statistic for the Regression Slope

𝑡 =
𝑏1 − 𝛽1
𝑠𝑏

where:
b1 = The sample regression slope
β1 = The population regression slope from the H0

sb = The standard error of the slope

To find the critical value and p-value:

• Use a t distribution with df = n – k – 1

• k = 1 for the simple linear regression  df = n – 2



The population regression slope, β1, is unknown

The calculated value of the slope, b1, is from a random 
sample

• Different samples  Different values of b1

• We can say that b1 is a random variable which has 
its own sampling distribution!!!

• Generally, we would need to characterize the 
sampling distribution of b1. But we won’t do this 
our class. Still, we need to understand (intuitively) 
the standard error of the slope

Sampling Distribution of b1



The Standard Error of the Slope (sb)

The standard error of the slope, sb, measures the 
variation in the estimated slope of the regression 
equation, b1 (as we estimate the regression for different 
samples)

• The regression slope would vary if 
separate regressions were estimated 
with several sets of samples from 
the population



The Standard Error of the Slope (sb)

Standard 
error of the 
slope, sb

Pizza example:



Testing the Significance of the 
Slope of the Regression Equation

Knowing where to find sb in the Excel output, we can easily 
calculate the test statistic. But Excel will simplify the analysis:

Pizza example:



Testing the Significance of the 
Slope of the Regression Equation

Pizza example: Use either the p-value from the regression 
output (easy!) or the critical value (compute manually )

H0 : β1 = 0  Two tail test
 Split  evenly between two tails

H1 : β1 ≠ 0  Find t/2 with df = n – 2 = 6 – 2 = 4

If  = 0.05  the critical t-value is t/2 =  2.776

Since t = 5.58 > t/2 = 2.776 (or, from the output, p-value = 0.005 

< ), we reject H0 . Therefore, there is enough evidence to 

conclude that the population regression slope is not equal to 

zero OR that there is A relationship between the number of 

toppings and the price of a pizza



Testing Hypothesis about the Slope of 
the Regression Equation

A Word of Caution: 

Generally, one-tail and two tail tests are possible with any 
hypothesized value of the population slope:

• For example, you might want to test
H0 : β1 ≥ 5
H1 : β1 < 5

In this case, values from the regression output will not work:

• If hypothesized value is different from 0, recalculate the t test 
statistic using the standard error of the slope from the Excel 
output

• Recalculate the p-value using the t distribution with df = n – k – 1



A Short Guide to Writing an 
Empirical Paper

Things to pay attention to:

1. Structure of the paper:

• How the paper is divided into sections

• How each section serves a distinct purpose

2. Presentation of the descriptive statistics and 

empirical results of the paper



Structure of an Empirical Paper

Typically, we include sections such as:

1. Introduction

2. Data

3. Empirical Results

4. Conclusions



Introduction of the Paper

Conveys several things:

• What is the question that the paper asks?

• Why is the question important?

• How is the paper going to answer the question?

• How is the paper related to the existing work?

Note: The introduction is the most important part of any 

paper. No one will continue to read the paper if the 

introduction is confusing or poorly written.



Data Section

Tries to accomplish the following:

• State the sources of data

• Discuss the variables used and how they relate to 

the concepts that they are supposed to measure

• Present the data’s descriptive statistics:

− Graphs or numerical measures, or both

− Written discussion to make the data “come alive”



Descriptive Statistics

Graphs:

• Scatter plots: to show the relationship between variables

• Histograms: to illustrate distributions of variables

• Line charts: to talk about dynamics of a variable over 

time

• Other less standard graphs that help to make a point



Graphs, Example

“Dynamics of the Gender Gap for Young Professionals in the Financial 
and Corporate Sectors” By Bertrand M., Goldin C., and Katz L.F.



Table, Example I



Table, Example II



Additional Notes

1. Acknowledge the shortcomings of your data

2. Round the numbers in the tables and the text, and take 

into account:

• Units of measurement 

− For example, if you round a faction to 0.5, this may hide a 

meaningful difference between 52% and 54% for two variables

• Consider rounding that is easily perceived by a reader

− For example, percentages may be rounded to a whole number 

if you are not trying to highlight presence of a small difference 

between two variables



Empirical Results Section

Different software produce regression outputs similar to Excel

Example from Stata:

Do NOT include regression output generated by the 

software in the paper!



Good Presentation Style For the 
Regression



Regression Results Table: Closer Look

Estimated regression coefficient

SE (sometimes, 
t-statistic or the 
p-value. Read 
footnotes!)

Asterisks are used to report 
significance of the coefficient. 
Here, *** means “Significant 
at 1%” (to be safe, always read 
footnotes to know what 
asterisks mean).

This tells us that the p-value 
for this coefficient is less than 
0.01 and we can reject H0 at 
1% significance level (even 
without seeing the exact p-
value).



Importance of Footnotes

Be careful reading footnotes for the tables because there are no 

strict rules for notation and papers may use different ways to 

present their results!



Conclusions and Take-Aways

Conclusions section of an empirical paper aims to:

1. Summarize the results

2. Explore the implications of the results

3. Point to future research

Main take-aways. When you write a paper:

• Describe the data / include descriptive statistics

• Do NOT include the entire regression output!

• Present regression results in a compact way (table/equation)

• Report SEs in parenthesis under the estimated coefficients

• Use additional notation (e.g. asterisks) to report significance 
at 1%, 5%, and 10% significance levels



Regression Analysis: Example

Superintendent: Hire more teachers?

• Trade-off:

• (Advantage) Smaller classes and more 

individualized attention to the students

• (Disadvantage) Need to spend more money

• Need more information to make an informed 

decision

• If she hires more teachers and reduces class 

sizes, what will the effect be on test scores?

→ Need a quantitative assessment



Regression Model

Assuming linear relationship between test scores 

and class size:

𝑇𝑒𝑠𝑡𝑆𝑐𝑜𝑟𝑒𝑠 = 𝛽0 + 𝛽1 × 𝑆𝑇𝑅 + 𝜀

Dependent variable y
(average test scores 
for the district)

Independent variable x
(student-teacher ratio: 
average number of 
students per teacher)

Intercept Slope

Error term 
(other factors)



How is the Regression Model Helpful?

Main Question:

If the class size is reduced, what will the effect be on 

test scores?

𝑇𝑒𝑠𝑡𝑆𝑐𝑜𝑟𝑒𝑠 = 𝛽0 + 𝛽1 × 𝑆𝑇𝑅 + 𝜀

𝛽1: Change in test scores for a unit change in STR

(for an increase in the average class size by 1 student)

Can be used to answer the question!



Estimation: Descriptive Statistics, I

Next Step: Use the sample data to estimate the

unknown slope 𝛽1 and intercept 𝛽0

Data:

• 420 California school districts

• Test score and STR for each district

Descriptive statistics:

Mean SD
Percentile

10% 40% 50% 60% 90%

STR 19.6 1.9 17.3 19.3 19.7 20.1 21.9

Test Scores 654.2 19.1 630.4 649.1 654.5 659.4 679.1



Estimation: Descriptive Statistics, II

Scatter plot:

• Weak relationship between test scores and class size

• There are other determinants of test scores (besides 

class size)



Estimation

Estimating the regression model in Excel, we obtain:

• 𝑏0 = 698.9
• 𝑏1 = −2.28

Estimated regression equation:

෣𝑇𝑒𝑠𝑡𝑆𝑐𝑜𝑟𝑒𝑠 = 698.9 − 2.28 × 𝑆𝑇𝑅

Scatter plot and

regression line:



Interpretation of the Results

Estimated regression equation:

෣𝑇𝑒𝑠𝑡𝑆𝑐𝑜𝑟𝑒𝑠 = 698.9 − 2.28 × 𝑆𝑇𝑅

𝑏1 = −2.28: Increase in STR by one student per class is, on

average, associated with a decline in 

districtwide test scores by 2.28 points



Quantitative Assessment and Predictions

Estimated regression equation:

෣𝑇𝑒𝑠𝑡𝑆𝑐𝑜𝑟𝑒𝑠 = 698.9 − 2.28 × 𝑆𝑇𝑅

What happens if we are trying to reduce STR by 2?

−2 × −2.28 = 4.56

Predicted test score for a district with 20 students per 

teacher (STR = 20):

෣𝑇𝑒𝑠𝑡𝑆𝑐𝑜𝑟𝑒𝑠 = 698.9 − 2.28 × 20 = 653.3

Decrease
in STR

Effect of a unit 
change in STR

Test scores are predicted 
to increase by 4.56



Making Sense of Quantitative Results

Is the change in the test scores predicted by the estimated 

regression large or small?

Let’s consider a district at the median:

STR: decreases by 2
• It goes down from 19.7 to 17.7

• This moves the STR from 50th to almost 10th percentile

Test Scores: predicted to increase by 4.56
• It increases test scores from 654.5 to 659.1

• This moves test scores from 50th to almost 60th percentile

Mean SD
Percentile

10% 40% 50% 60% 90%

STR 19.6 1.9 17.3 19.3 19.7 20.1 21.9

Test Scores 654.2 19.1 630.4 649.1 654.5 659.4 679.1



Other Regression Statistics

R2 = 0.051

Independent variable STR explains 5.1% of the 

variation in the dependent variable TestScores

se = 18.6

The standard deviation of the residuals is 18.6 which 

means that there is a large spread of the scatterplot 

around the estimated regression line

Conclusion: other important factors influence the test

scores that we left out in our regression



Additional Situation

Situation: A taxpayer claims that class size has

NO effect on test scores

Q: Can we reject the taxpayer’s claim?

In regression language:

Q: Can we reject that 𝛽1 = 0?

Estimated regression equation:

෣𝑇𝑒𝑠𝑡𝑆𝑐𝑜𝑟𝑒𝑠 = 698.9 − 2.28 × 𝑆𝑇𝑅, 𝑅2 = 0.051
10.4 0.52



Significance of the Slope

Estimated regression equation:

෣𝑇𝑒𝑠𝑡𝑆𝑐𝑜𝑟𝑒𝑠 = 698.9 − 2.28 × 𝑆𝑇𝑅, 𝑅2 = 0.051
10.4 0.52

Need to test the significance of the slope:

𝐻0: 𝛽1 = 0
𝐻1: 𝛽1 ≠ 0

p-value < 𝛼 (conventional values of 𝛼: 0.01, 0.05, 0.1)

Conclusion: reject 𝐻0 and conclude that our sample 

provides sufficient evidence that class size affects test 

scores

𝑡 =
𝑏1−𝛽1

𝑠1
=

−2.28−0

0.52
=

−2.28

0.52
= −4.38

p-value = 0.00001 (from Excel)



Confidence 
Level:

100 1 − 𝛼 %

Significance 
Level:
100 𝛼 %

Critical 
z-score: 
𝑧𝛼/2

80%

90%

95%

98%

99%

20%

10%

5%

2%

1%

z0.10 = ±1.28

z0.05 = ±1.645

z0.025 = ±1.96

z0.01 = ±2.33

z0.005 = ±2.575

z-scores to Keep in Mind



Excel Time: Exercise 14.40 (Modified)

Suppose that the Internet retailer Buy.com would like to 

investigate the relationship between the amount of time in 

minutes a purchaser spends on its Web site and the 

amount of money he or she spend on an order. The data 

in the Excel file Buy.com.xlsx (Excel Files → Ch 14) show 

the relevant data for a random sample of 12 customers.

1. Define independent and dependent variables

2. Construct a scatter plot for these data and discuss 

your expectations about regression equation (e.g., the 

sign of the slope coefficient and the coefficient of 

determination)



Excel Time: Exercise 14.40 (Modified)

3. Calculate the slope and the intercept for the regression 

equation:

• Use the Data Analysis tool

• (If time permits) Perform calculations step-by-step to verify 

that you understand how the formulas work. Verify that 

you get the same results as in the Data Analysis output.

4. Write down the estimated regression equation

5. Interpret the value of the slope coefficient

6. Using the output generated by the Data Analysis, what 

are the values of SST, SSR and SSE. Can you explain 

what these values mean?



Excel Time: Exercise 14.40 (Modified)

7. Calculate the coefficient of determination using 
values of SST, SSR and SSE.
• Verify that the calculated coefficient of determination is the 

same as the one provided in the Data Analysis output

• How would you interpret the value of the coefficient of 
determination?

8. Using 𝛼 = 0.1, test the significance of the population 
coefficient of determination.
• Calculate the value of the F statistic and verify that it is the 

same as reported in the Data Analysis output

• Use the p-value approach (Data Analysis output can be 
used here)

• (If time permits) Use the critical value approach (function 
F.INV.RT())



Excel Time: Exercise 14.40 (Modified)

9. Using 𝛼 = 0.1, test the significance of the slope.
• Calculate the value of the t statistic and verify that it is the 

same as reported in the Data Analysis output

• Use the p-value approach (Data Analysis output can be used 
here)

• (If time permits) Use the critical value approach (function 
T.INV.2T())

10. (More Advanced) Using 𝛼 = 0.1, test the hypothesis 
that the slope is greater than 3 (let’s say that you are 
interested to see if an additional minute on the web 
site increases the order by more than $3).
• Calculate the value of the t statistic

• Use the p-value approach or the critical value approach



Excel Time: Exercise 14.56-14.59 
(Modified)
As a measure of productivity, Verizon Wireless records the 

number of customers each of its retail employees activates 

weekly. An activation is defined as either a new customer signing 

a cell phone contract or an existing customer renewing a contract. 

The data in the Excel file activations.xlsx (Excel Files → Ch 14)

show the number of weekly activations for eight randomly 

selected employees along with their job-satisfaction levels rated 

on a scale of 1-10 (10 = Most satisfied). Verizon is interested in 

studying the relationship between satisfaction level of the 

employees and the number of activations.

1. Define independent and dependent variables

2. Construct a scatter plot for these data and discuss your 

expectations about regression equation (e.g., the sign of the 

slope coefficient and the coefficient of determination)



Excel Time: Exercise 14.56-14.59 
(Continued)

3. Calculate the slope and the intercept for the 

regression equation:

• Use Data Analysis add-in

4. Write down the estimated regression equation and 

interpret the value of the slope coefficient

5. Using the output generated by the Data Analysis, 

what are the values of SST, SSR and SSE. Can you 

explain what these values mean?



Excel Time: Exercise 14.56-14.59 
(Continued)

6. Calculate the coefficient of determination using 
values of SST, SSR and SSE.

• Verify that the calculated coefficient of determination 
is the same as the one provided in the Data Analysis 
output.

• How would you interpret the value of the coefficient 
of determination?

7. Using 𝛼 = 0.01, test the significance of the 
population coefficient of determination.

• Calculate the value of the F statistic and verify that it 
is the same as reported in the Data Analysis output

• Use the p-value approach (Data Analysis output can 
be used here)



Excel Time: Exercise 14.56-14.59 
(Continued)

8. Using 𝛼 = 0.01, test the significance of the regression 

slope.

• Calculate the value of the t statistic and verify that it is 

the same as reported in the Data Analysis output

• Use the p-value approach (Data Analysis output can 

be used here)



Excel Time: Exercise 14.60-14.63 (Extra 
Practice)

The American Board of Family Medicine would like to 

investigate the theory that the mother’s shoe size can be 

used to predict an infant’s birth weight in pounds. The 

data in ABFM.xlsx (Excel Files → Ch 14) records the shoe 

size of 10 mothers and the birth weight of their infants.

1. Define independent and dependent variables

2. Construct a scatter plot for these data and discuss 

your expectations about regression equation (e.g., 

the sign of the slope coefficient and the coefficient of 

determination)



Excel Time: Exercise 14.60-14.63 
(Continued)

3. Calculate the slope and the intercept for the 
estimated regression equation

• Use Data Analysis add-in

4. Interpret the value of the slope coefficient

5. Using the output from Data Analysis, what are the 
values of SST, SSR and SSE. Can you explain what 
these values mean?

6. Calculate the coefficient of determination using 
values of SST, SSR and SSE.

• Verify that the calculated coefficient of determination 
is the same as the one in the Data Analysis output.

• How would you interpret the coefficient of 
determination?



Excel Time: Exercise 14.60-14.63 
(Continued)

7. Using 𝛼 = 0.05, test the significance of the 

population coefficient of determination.

• Calculate the value of the F statistic and verify that it 

is the same as reported in the Data Analysis output

• Use the p-value approach (Data Analysis output can 

be used here)

8. Using 𝛼 = 0.05, test the significance of the regression 

slope.

• Calculate the value of the t statistic and verify that it is 

the same as reported in the Data Analysis output

• Use the p-value approach (Data Analysis output can 

be used here)


